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• Word learning requires listeners to form robust 
representations of how a word sounds 

• However, most learning environments are noisy, which 
creates a challenge in perceiving  speech sounds1 

• In quiet, talker variability2,3 and audiovisual speech4,5 help 
listeners form robust categories of newly learned words 

• Learning from multiple talkers does not boost word learning in noise for adults
• Adult showed similar performance across talker conditions 

• Seeing a talker speak improves word learning in noise more than only hearing the 
talker, particularly in the presence of acoustic variability  

• Single talker group: performance was similar across presentation modes
• Multiple talker group: performance was better with audiovisual than audio input
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Procedure (Example of Single Talker Condition)   Introduction

Does the co-occurrence of talker variability and audiovisual 
speech support novel word learning in noise for adults? 

Current Study

Conclusions

Acknowledgements

 We would like to thank Sarah Diel and Lizzy  Neubauer for their help with data collection 

WAISMAN CENTER

1. Participants: 48 young undergraduate adults (18-24 yo)
• between and within-subject design 

2. Looking-while-listening novel word learning task6 

3. Learning Conditions 
• Talker variability (between-subject; N = 24/condition)

  

• Presentation mode (within-subject; N = 48/condition)

• Audio only (still image of talker + audio) 

• Audiovisual (dynamic video of talker speaking)

4. Novel word object pairs (word set counterbalanced)
   
                             
   
   

Methods

Single Talker
(assigned speaker counter-
balanced across participants) 

Results: Mean Accuracy 

Results: Time Course of Fixations 
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Multiple Talkers 

Hard test trials
 target/distractor object 

labels minimal pairs

“dita”
Novel female speaker 

Easy test trials
Target/distractor object

labels phonetically distinct 

“dita”
 “gita”

   “foma”
     “voma”

“pibu”
Novel female speaker

Hard test trials

Easy test trials

“nodi”
 “lodi”

   “tibu”
    “pibu”

* Presentation mode assignment counterbalanced ⧺ 24 total trials (6 trials/target object) 
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