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ABSTRACT:
Humans rely on auditory feedback to monitor and adjust their speech for clarity. Cochlear implants (CIs) have

helped over a million people restore access to auditory feedback, which significantly improves speech production.

However, there is substantial variability in outcomes. This study investigates the extent to which CI users can use

their auditory feedback to detect self-produced sensory errors and make adjustments to their speech, given the coarse

spectral resolution provided by their implants. First, we used an auditory discrimination task to assess the sensitivity

of CI users to small differences in formant frequencies of their self-produced vowels. Then, CI users produced words

with altered auditory feedback in order to assess sensorimotor adaptation to auditory error. Almost half of the CI

users tested can detect small, within-channel differences in their self-produced vowels, and they can utilize this audi-

tory feedback towards speech adaptation. An acoustic hearing control group showed better sensitivity to the shifts in

vowels, even in CI-simulated speech, and elicited more robust speech adaptation behavior than the CI users.

Nevertheless, this study confirms that CI users can compensate for sensory errors in their speech and supports the

idea that sensitivity to these errors may relate to variability in production. VC 2024 Acoustical Society of America.
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I. INTRODUCTION

The production of clear speech requires maintaining

distinct contrasts between neighboring phonemes. The per-

ception of the sound of one’s own speech, or auditory feed-

back, plays an ongoing role in maintaining these phoneme

contrasts (Cowie et al., 1982; Lane and Webster, 1991).

When speakers’ perception of their own speech is manipu-

lated experimentally by altering the auditory feedback, they

tend to make adjustments to their speech to reduce the per-

ceived auditory error (Houde and Jordan, 1998). Although

these adjustments are largest when the altered feedback

gives rise to a phonemic error, humans can perceive feed-

back alterations even within the same phoneme category

and make changes in their production accordingly (Niziolek

and Guenther, 2013). Additionally, these compensatory

changes are greater in individuals with higher auditory acuity

(Villacorta et al., 2007; Martin et al., 2018; Nault and

Munhall, 2020), which may provide evidence that auditory

acuity directly supports the sensitivity to auditory feedback

required to maintain accurate speech. This relationship

between auditory acuity and sensitivity to the error in audi-

tory feedback can be seen as a reflection of the more general

perception-production link, which has been extensively stud-

ied in the speech domain. For example, speakers who more

accurately discriminate between two phonemes also produce

greater acoustic and articulatory contrasts between those

phonemes, for both vowels (Perkell et al., 2004) and conso-

nants (Brunner et al., 2011). Similarly, in second-language

learners, gains in perception of non-native contrasts transfer

to production, with clearer and more accurate utterances fol-

lowing a perceptual training program (Bradlow et al., 1997).

This perception-production interplay is absent in indi-

viduals who lack auditory input. However, cochlear

implants (CIs) restore auditory feedback to individuals who

are deaf, improving their perception of speech. More specifi-

cally, CI users showed better-defined phonemic categories

in perception tasks 1 year after implantation than at 1 month,

and, like acoustic hearing (AH) individuals, are much better

at differentiating sounds that span across phonemic bound-

aries than sounds within a single phoneme category (Lane

et al., 2007b). As a consequence of these perceptual

improvements, their speech tends to become more intelligi-

ble after receiving CIs (Vick et al., 2001; Abbs et al., 2020;

Cychosz et al., 2021; Gautam et al., 2019; Priner et al.,
2021; Svirsky et al., 1992; Svirsky et al., 1998; Ubrig et al.,
2010). CI users show improved contrasts in their voiced vs

voiceless consonants after getting their CIs (Lane and

Perkell, 2005) and demonstrate increased phoneme contrast

in their speech when their CIs are turned on as opposed to

turned off (Bharadwaj et al., 2006; Bharadwaj et al., 2007;

Matthies et al., 1996; Richardson et al., 1993; Lane et al.,
2007a). The phoneme contrast in CI users’ speech also

improves over time with longer exposure to auditory feed-

back. There is significant improvement after just 1 month

post-implantation and more after 1 year post-implantation as
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compared to the pre-implantation status (M�enard et al., 2007).

Additionally, similar to AH individuals, CI users also rely

on auditory feedback in ongoing speech, producing more

errors and speaking at a slower speech rate under conditions

of a feedback delay (Taitelbaum-Swead et al., 2019) and

changing the pitch of their voice in response to a shift in the

fundamental frequency (f0) of their auditory feedback

(Loucks et al., 2015; Gautam et al., 2020).

Despite the aforementioned benefits from the restored

auditory input after implantation, there are still challenges in

both speech perception and production. CIs coarsely approx-

imate the frequency analysis that is achieved by thousands

of sensory cells in the peripheral auditory system by using a

filter bank of only 12–22 frequency channels. The specific

number of frequency channels depends on the type of elec-

trode array and the number of electrodes available and acti-

vated along the implanted array. CIs discard fine-grained

spectral and temporal information in the speech input, limit-

ing access to rich acoustic information. Furthermore, due to

anatomical restrictions, the electrode array cannot be fully

inserted into the cochlea to cover the entire frequency range

perceived by humans. It often takes some time for CI users

to adjust to the new and coarse tonotopic (or frequency-to-

place) map presented by their CIs (Ito and Sakakihara,

1994; Svirsky et al., 2001). This mismatched frequency allo-

cation with poor resolution limits CI users’ access to cues

that are available to AH individuals, such as fundamental

frequency and vocal tract length (Gaudrain and Başkent,

2018). Although past research shows that CI users are capa-

ble of perceiving perturbations to their fundamental fre-

quency, there is conflicting evidence as to how sensitive

they are to small changes. Gfeller et al. (2007) reported that

some CI users have the same sensitivity as AH individuals,

while other research suggests that CI users are much less

sensitive (Gautam et al., 2020). Further, no study with CI

users has yet investigated perturbations to formant frequen-

cies, the broad peaks in the spectrum shaped by filtering

from the vocal tract, which provide the primary perceptual

cues to vowels and some consonants. Given this, it is

unclear to what degree self-perception with a CI may allow

for corrective changes to production that impact

intelligibility.

The goal of this study is to investigate at what resolu-

tion CI listeners can perceive formant changes in their self-

produced speech and whether they can use this information

during speech production. Knowing the extent to which CI

users use auditory feedback through electrical stimulation is

crucial to understanding the mechanisms underlying deficits

in speech clarity in some CI users. In this study, the first aim

is to measure CI users’ thresholds for detecting acoustic dif-

ferences in self-produced vowels and, specifically, whether

these CI users are sufficiently sensitive to detect subphone-

mic differences. Given this sensitivity to formant frequency

differences in their speech, the second aim is to examine

whether CI listeners can use this information to adjust their

speech online and over time. AH participants were also

recruited in these two experiments to serve as a control and

validation of the measurements. In the first experiment,

which measured thresholds for detecting acoustic differ-

ences in self-produced vowels, AH listeners’ speech record-

ings were vocoded to simulate CI listening. The hypothesis

is that CI listeners may not be sensitive to subphonemic

acoustic differences unless these differences span multiple

electrode boundaries. Similarly, AH listeners may not be

sensitive to such differences in the vocoded speech unless

the subphonemic differences cross multiple filter boundaries

(Casserly, 2015; Casserly et al., 2018). We further hypothe-

size that listeners with better sensitivity to small changes

will demonstrate a greater ability to adapt their speech in

response to detected errors.

II. METHODS

A. Participants

Fifteen participants with CIs (4 males and 11 females,

20–80 years old, average¼ 59 years) and 10 self-reported typ-

ical hearing participants (4 males and 6 females, 23–68 years

old, average¼ 51 years) participated in the first experiment.

Of these individuals, eight participants with CIs (3 males and

5 females, 42–80 years old, average¼ 61 years) and six self-

reported typical hearing participants (4 males and 2 females,

45–68 years old, average¼ 56 years) also participated in the

second experiment. Participants were age-matched in both

experiments (experiment 1, p¼ 0.2; experiment 2, p¼ 0.7).

All participants spoke North American English as a first lan-

guage, with the exception of one self-reported typical hearing

participant who learned Japanese and Mandarin from birth

and began learning English at age 4.

All CI users were implanted with Cochlear, Ltd., CIs

(Cochlear, Ltd., Sydney, Australia) that were programmed

with the advanced combination encoder (ACE) stimulation

strategy (Vandali et al., 2000). All except one were bilater-

ally implanted. Demographic and implant details for CI

users are listed in Table I. One CI user’s data were excluded

from experiment 2 due to the participant being “hyper-

aware” of the speech manipulation and consciously chang-

ing their voice. Excluding this participant, experiment 2

included seven participants with CIs (2 males and 5 females,

42–80 years old, average¼ 61 years). All self-reported typi-

cal hearing participants underwent pure-tone audiometry to

measure hearing sensitivity as a confirmation; here, we

report measured hearing thresholds in the range of

250–4000 Hz, reflecting information relevant for vocalic

sounds. All had thresholds of �10 dB hearing level (HL) in

the range of the formant frequencies manipulated in the

study (1000 Hz and below). Three of these ten participants

had mild hearing loss (thresholds between 26 and 40 dB HL)

in at least one ear at 2000 and/or 4000 Hz. The hearing loss

at these frequencies is unlikely to affect perception of vowel

formants in the range of 500–1000 Hz; we verified that there

were no systematic differences in our dependent measures

(formant discrimination thresholds and adaptation magni-

tude) between individuals with and without hearing loss at

these higher frequencies. These self-reported typical hearing
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individuals will be referred to as AH individuals for the rest

of the text.

B. Experiment 1: Vowel discrimination in self-
produced speech

In experiment 1, CI users and AH controls took part in

an auditory discrimination task designed to assess their abil-

ity to discriminate formant differences in their own speech

when perceived through a CI processor or a vocoder.

1. Stimuli

a. Speaker-specific formant continua. The stimuli for

experiment 1 were the monosyllabic words “Ed” and “oh,”

which were chosen to align with previous studies investigat-

ing feedback-related compensatory changes to produced

vowels (Bakst and Niziolek, 2019; Niziolek et al., 2013). In

a baseline recording phase at the beginning of experiment 1,

participants were asked to speak each word aloud 30–60

times while their speech was recorded with a head-mounted

microphone (AKG C520, sampling rate: 48 000 Hz).

Participants received immediate feedback about the duration

of each utterance, indicated by the length and color of a bar

on the screen, and were instructed to keep their duration

within a target range of 200–550 ms. For each word (“Ed”

and “oh”), the experimenter chose one of the utterances with

a clear recording (no creaky voice, coughs, etc.) that best

matched the desired duration of 400 ms to be used as that

word’s baseline recording for experiment 1. The original

recordings were padded with silence of equal length before

the onset and after the offset to result in a stimulus duration

of 400 ms. All other experiment 1 stimuli were generated by

shifting the formants in these two baseline utterances (one

for “Ed” and one for “oh”). Formant shifting was applied

using AUDAPTER in offline mode [Fig. 1(a)] (Cai et al., 2008;

Tourville et al., 2013). After the recordings were

downsampled from 48 000 Hz to 16 000 Hz, the first two

formants (F1 and F2) were estimated in the vowel portion of

the baseline recordings using linear predictive coding (LPC),

and the signal was filtered to transform the LPC coefficients

and generate stimuli with the desired formants. Each

participant’s own formants were altered offline to pre-

generate the following stimulus continuum: For each word,

either the F1 (for “Ed”) or the F2 (for “oh”) was shifted in 1-

Hz steps, spanning 500 Hz below to 500 Hz above the origi-

nal recording. These stimuli were played through headphones

as part of a discrimination paradigm (see Sec. II B 2).

b. Vocoding. A 16-channel vocoder (Leclère et al.,
2018) was used to simulate CI listening for the AH partici-

pants in experiment 1. Vocoding is a signal processing strat-

egy adopted by CIs to transform the acoustic signal into

several frequency bands of signals for electrical stimulation.

To approximate CI users’ frequency allocation tables, the sig-

nal was bandpass filtered into 16 frequency bands spanning

the same frequency range as CIs (50–8000 Hz). The fre-

quency boundaries for all filters are listed in Table II. The

envelope of the signal from each frequency channel was then

extracted through half-wave rectification and low-pass filter-

ing with a cutoff frequency of 50 Hz. The envelope from each

frequency channel was used to modulate a pure-tone signal at

the center frequency of the same channel. The envelope-

modulated sine waves from all 16 channels were finally com-

bined to generate the vocoded signals. For more details on

vocoder processing, please refer to Dorman et al. (1997).

c. Electrodogram. To estimate what CI users were

receiving through their processors and implants while

recorded stimuli were delivered through headphones, pulsa-

tile stimulation patterns were simulated retrospectively

using the ACE processing strategy (Holden et al., 2002).

This simulation produces a visualization of the electrical

stimulation called an electrodogram. The audio recordings

of the produced speech (i.e., “Ed” and “oh”) were processed

and turned into a series of pulses for all frequency channels

according to the ACE stimulation strategy by using NUCLEUS

MATLAB TOOLBOX (NMT [developed by Cochlear, Ltd.]). For

more details on the generation of electrodograms, please

refer to Peng et al. (2019). The electrodogram provides a

visualization of how acoustic changes are represented in the

electrical stimulation pattern and whether the shifts in stimu-

lation pattern can reflect the perceptual thresholds. For

direct visualization of the difference between electrodo-

grams of the baseline and threshold recordings, each of the

original electrodograms was first “smoothed” by counting

the number of pulses in a sliding 10-ms window along the

time axis. This process reduced noise in the difference elec-

trodogram by minimizing small differences in the precise

timing of pulses. The difference in pulse counts was then

plotted with a color map. To extract a single quantitative

TABLE I. Demographic and implant information for CI users.a

Participant Gender

Age at

testing

(years)

Age at hearing

loss (years)

Age at

implantation (years)

(left, right)

Electrodes

(left, right)

IBK* Male 80 53 63, 69 22, 22

IDM* Female 42 5 33, 35 20, 22

IBZ* Female 52 38 40, 38 22, 22

IBY* Female 56 41 43, 48 22, 19

IAU* Male 71 3 50, 56 22, 21

IDK*̂ Male 64 16 50, 53 22, 14

ICJ* Female 70 25 60, 60 22, 22

IZD* Female 55 46 48, – 22, –

ICD Female 61 3 50, 44 22, 22

ICC Female 74 9 63, 60 22, 22

IBO Female 70 23 45, 42 22, 22

ICI Female 61 31 50, 51 22, 22

IDH Male 20 3 5, 5 20, 20

IDA Female 52 8 47, 46 22, 22

ICM Female 66 23 57, 58 22, 22

aThe last column indicates the total number of active electrodes in each ear.

* indicates individuals who participated in both experiments 1 and 2. All

others completed experiment 1 only.^indicates the CI user whose data were

excluded from experiment 2. IZD had only one implant.
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value reflecting the difference between the two “smoothed”

electrodograms, the cross correlation coefficient was also

calculated using the MATLAB function corrcoef, which con-

verts each 2-dimensional “smoothed” electrodogram into its

vector representation and calculates the cross correlation of

the two 1-dimensional vector arrays.

2. Procedure

The stimuli generated from each participant’s baseline

recordings were used in an auditory discrimination task

designed to measure just-noticeable differences in

formant frequencies of participants’ own speech when per-

ceived through a CI processor or vocoder. Participants

wore circumaural headphones (Beyerdynamic DT 770;

Beyerdynamic, Heilbronn, Germany) during the experi-

ment. After participants’ speech was recorded and

formant-shifted stimuli were generated (as described in

Sec. II B 1), thresholds were measured via a 4-interval, 2-

alternative forced choice task using these stimuli [Fig.

1(b)]. The first and last intervals were the unaltered base-

line recording, while either the second or third interval had

an alteration to the formant of interest (F1 for “Ed” or F2

for “oh”). Loudness was set to a comfortable volume deter-

mined by the participant. To simulate the output from CIs,

AH participants were presented with 16-channel vocoded

versions of their speech (see Sec. II B 1). Participants’ dis-

crimination thresholds were determined using an adaptive

procedure, starting with a maximal shift of 500 Hz (i.e., the

relevant formant differed by 500 Hz from the baseline).

The formant shift decreased by a set step size with each

correct answer and increased by three times that step size

with each incorrect answer (i.e., a weighted up-down pro-

cedure) in order to converge to an approximately 80%

performance level on the psychometric function. The step

size started at 50 Hz and was decreased to 10 Hz after 3

reversals or if the formant shift size reached 50 Hz (which-

ever happened first). The step size further decreased to

1 Hz if the formant shift size reached 10 Hz. The procedure

terminated after 21 reversals. The formant shift sizes of the

final 6 reversals were averaged to determine each partici-

pant’s discrimination threshold.

FIG. 1. (Color online) (a) Spectrogram

showing a participant’s production of

“Ed” with formants overlaid (blue, origi-

nal unaltered formants; red, altered for-

mants). (b) Response track from a

participant. Green round markers show

correct responses, and red crosses show

incorrect responses. (c) Phases of experi-

ment 2. The gray sections indicate phases

where the participant did not hear audi-

tory feedback. For CI users, this meant

turning their CIs off. For AH partici-

pants, this meant hearing accompanying

masking noise.

TABLE II. Channel frequency information for the 16-channel vocoder.

Channel

Cutoff frequency (Hz)

Lower Center Upper

1 50 76 101

2 101 134 166

3 166 207 248

4 248 300 351

5 351 417 482

6 482 564 646

7 646 750 854

8 854 986 1117

9 1117 1283 1448

10 1448 1657 1866

11 1866 2130 2394

12 2394 2728 3061

13 3061 3482 3902

14 3902 4434 4965

15 4965 5636 6306

16 6306 7153 8000
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Four thresholds were measured for each participant:

both formants (F1 for “Ed” and F2 for “oh”) crossed with

both shift directions (upward and downward formant shifts).

The thresholds for each formant were collected in the same

experimental run, interleaving the trials for upward and

downward shifts. The order of the two formants was coun-

terbalanced across participants.

3. Analysis

The purpose of experiment 1 was to determine CI users’

perceptual thresholds for detecting formant shifts in their

own speech. The thresholds were analyzed in relation to the

number of frequency channels they spanned, as determined

by each individual’s processing strategy (for CI users) or by

the vocoder channel cutoffs (for AH participants).

Analyzing the thresholds in terms of the number of fre-

quency channels allows for a perspective on how the poor

frequency resolution in CIs would impact the listener’s abil-

ity to perceive the shift in formants. A linear mixed effects

model (LME4 package in RSTUDIO, R version 4.3.1) was used

to analyze the effects of group (CI vs AH), formant (F1 vs

F2), and the direction of the formant shifts (up vs down) on the

thresholds: model ¼ lmerðthreshold � formantþ direction

þ groupþ 1jsubjectÞ. Before model analysis, thresholds in

Hz were first mapped onto the mel scale, which accounts for

the non-linearity of the cochlear tonotopic map by log-

transforming frequencies such that equal steps sound equally

different in pitch. The equation of the conversion is

mel ¼ 2595 � log10ð1þ Hz=700Þ. The comparison of the

quantiles from model residuals and a sample normal distribu-

tion verified that the residuals roughly follow a normal distri-

bution. The homogeneity was checked by plotting the residuals

against the model predictions. Across-individual variability

between CI and AH groups was compared by an F test. Note

that the thresholds from all 4 tests (2 formants � 2 directions)

were merged for each group for this comparison analysis of

across-individual variability. Finally, the F1-up and F1-down

thresholds were averaged to give an F1 threshold that could be

correlated with F1 production variability measured in the base-

line recording phase. We limited our analysis to F1 in order to

relate these data to experiment 2, in which only F1 is manipu-

lated. The production variability for each individual was quan-

tified by the mean difference from the average of the F1

estimates of all 30–60 baseline recordings (see Sec. II B 1). F1

estimates were made from the middle 50% of each recording

in order to avoid dynamic formant transitions at the onset and

offset of the vowel. Note that, in addition to regular linear

regression [lm() function in R], the correlation was also calcu-

lated using the “robust linear regression” [rlm() function from

R’s MASS library], to investigate the possible impact of

extreme values (i.e., potential outliers). For robust linear

regression, we used three different estimators, including

Huber, Hampel, and Tukey bisquare. Note that to test the sig-

nificance of the correlation computed by the rlm models, we

used the robust F test [or Wald test; f.robftest() function from

the sfsmisc library in R] instead of the regular F test through

analysis of variance (ANOVA). In addition to robust linear

regression analyses, we also re-ran the regular linear regression

analysis with the extreme values removed. All these measures

were taken to see if the result would stay consistent with differ-

ent approaches to handling potential outliers.

C. Experiment 2: Sensorimotor adaptation

In experiment 2, participants received altered auditory

feedback in real time while speaking. We measured how

much participants changed their speech in opposition to the

feedback shift in order to assess sensorimotor adaptation.

1. Stimuli

In experiment 2, only the word “Ed” was used. This

word appeared on a computer screen as a visual prompt to

produce the word aloud. As in experiment 1, participants

wore circumaural headphones and a head-mounted micro-

phone. AUDAPTER was used to record speech at a sampling

rate of 48 000 Hz, downsample it to 16 000 Hz, and, on some

trials, apply a shift to the F1 in real time. For all trials,

whether or not a formant shift was applied, participants’

feedback was played back with a processing delay of

�17 ms. As in experiment 1, after each trial, a visual bar

indicated the duration of the participant’s speech, with the

aim of keeping duration within a target range of

200–550 ms. This range maximized the duration of auditory

feedback received while maintaining naturalness.

2. Procedure

On each trial, speakers said the word “Ed” when

prompted on the screen. The participant received a self-

timed break after every 20 trials throughout experiment 2.

Experiment 2 consisted of the following phases [Fig. 1(c)]:

a. Pre-task (100 trials). Participants spoke without

auditory feedback: CI users were instructed to remove their

implant(s), and AH participants heard masking noise at

80 dB sound pressure level (SPL). As participants received

no feedback on the volume of their voice, the microphone

gain was decreased to avoid clipping, precluding the analy-

sis of amplitude across phases. At the end of the pre-task

phase, speakers with CIs re-attached their devices.

b. Baseline (50 trials). All speakers heard their feed-

back through their headphones without any alteration to the

formants. Both CI and AH participants heard accompanying

speech-shaped noise at 60 dB SPL to mask bone-conducted

sound so that speakers primarily hear the air-conducted

altered feedback (Max and Maffett, 2015).

c. Ramp (variable number of trials, subject dependent:

90–194 trials). Speakers’ auditory feedback was altered

gradually: F1 was increased by 2 Hz on each successive

trial. As in the baseline phase, all participants heard accom-

panying speech-shaped noise at 60 dB SPL to mask bone-

conducted sound. To elicit the maximum adaptation from

J. Acoust. Soc. Am. 155 (3), March 2024 Borjigin et al. 1899

https://doi.org/10.1121/10.0025063

https://doi.org/10.1121/10.0025063


each participant, the ramp phase was of variable length that

depended on the adaptive (F1-lowering) behavior of the par-

ticipant. During the ramp phase, the baseline F1 values were

plotted on the experimenter’s screen for reference. As the

ramp phase progressed, the F1 from each successive trial

was overlaid on the baseline for comparison. For the first 75

ramp trials, the F1 was increased regardless of the speaker’s

behavior, corresponding to an F1 increase of 150 Hz. From

this point onward, the speaker’s productions were evaluated

for a saturation point in their adaptive behavior. Every time

the participant lowered their F1 in compensation, a 15-trial

observation period was scheduled, in which the F1 shift con-

tinued to increase. As soon as the participant lowered their

F1 again in that period, a new 15-trial observation period

started. If the participant did not lower their F1 further

within the 15-trial period, the ramp phase concluded, and

the experimenter selected a maximum perturbation level

corresponding to the trial where the participant showed the

greatest adaptive behavior. This process (ramp þ observa-

tion) was not automated to allow the experimenter to

exclude trials with speech errors or non-speech sounds (such

as coughing), which could result in erroneous F1 tracking or

other obvious tracking errors. The experimenter’s discretion

was required to ensure that the tracking reflected intended

productions.

d. Hold (100 trials). The alteration to speakers’ F1 was

held at the maximum perturbation level as defined by the

ramp phase. As in the baseline and ramp phases, all partici-

pants heard accompanying speech-shaped noise at 60 dB

SPL to mask bone-conducted sound.

e. Post-task (100 trials). Identical to the pre-task phase,

participants with CIs removed their device(s) and AH partic-

ipants heard accompanying masking noise at 80 dB SPL.

f. Washout (50 trials). Identical to the baseline phase,

CI users re-attached their device(s) and all participants were

re-acclimated to normal feedback.

3. Analysis

Formants were estimated from each spoken trial using

WAVE_VIEWER (Niziolek, 2015), a MATLAB interface for for-

mant tracking using PRAAT (Boersma and Weenink, 2019).

Each trial was visually reviewed to ensure correct formant

tracking, with analysis parameters (LPC order, pre-empha-

sis) adjusted if necessary. Within each trial, the formant

tracks for the middle 40% of the vowel were averaged to

produce an average F1 for that trial.

For each phase of interest, we calculated a single F1

measurement for each individual by averaging across the

last ten trials of that phase. To measure potential aftereffects

at the beginning of the post-task phase, the first ten trials of

this phase were additionally analyzed. To visualize each

participant’s data, formant values were normalized by sub-

tracting the average F1 value in the baseline phase, yielding

the change in F1 from baseline. Although pre- and post-task

phases did not provide participants with auditory feedback

as the baseline and other phases did, resulting in changes to

produced F1 values as a consequence of the Lombard effect,

we decided to use the baseline phase as a single reference

point for all phases for simplified visualization.

We report two metrics of adaptation: First, in order to

compare adaptation magnitudes across participants, we mea-

sured the F1 change in a fixed set of trials in which the per-

turbation size was constant across all individuals. As the

length of the ramp phase varied across participants from 90

to 194 trials, we defined this fixed set as ramp trials 81–90,

the last ten trials before the perturbation schedules diverged.

Second, and important for our purposes in assessing the

maximum capacity for adaptation, we measured the maxi-

mum speech adaptation, defined as the F1 change in the last

ten trials of the ramp phase, when each individual’s adapta-

tion response was observed to be at a plateau.

For each of these metrics, in addition to the absolute

adaptation in Hz, we also calculated the percent adaptation,

i.e., the adaptation as a percent of the corresponding pertur-

bation. During the fixed set of ramp trials 81–90, the average

applied perturbation was 171 Hz for all participants, so these

percentages simply reflect a linear scaling of the adaptation.

Conversely, the maximum speech adaptation occurred at a

different set of trials for each participant, and therefore the

applied perturbation magnitude differed. As a result, the per-

centage for these trials at the end of the ramp phase reflects

the maximum speech adaptation as a percentage of the max-

imum applied perturbation. Importantly, percent adaptation

has been shown to decrease as perturbation size increases

(Katseff et al., 2012; MacDonald et al., 2010), and so this

percentage is not appropriate for comparing adaptation

across individuals, as it disadvantages individuals (mostly

CI users) who took a longer time to reach the plateau.

Therefore, whenever we compare adaptation across individ-

uals (e.g., in a correlation), we use percent adaptation during

fixed ramp trials. Specifically, we looked at the correlation

between percent adaptation (i.e., fixed ramp trials 81–90)

and other speech production and perception measures,

including production variability and discrimination thresh-

olds. Production variability was measured as in experiment

1 (see Sec. II B 3), but using the utterances from the baseline

phase of the adaptation experiment. F1 discrimination

thresholds were taken from experiment 1 (average of F1

thresholds measured with both shift directions).

One-tailed paired t tests were used to compare phases

within each group (CI and AH). First, the last ten trials of

the baseline phase were compared with the last ten trials of

the ramp phase (at the plateau of the response) and the last

ten trials of the hold phase (after maximum exposure to the

perturbation) to assess formant changes in the presence of

altered feedback. Similarly, the last ten trials of the pre-task

phase were compared with ten-trial increments at the begin-

ning and end of the post-task phase to assess learned

changes to produced formants in the absence of ongoing

feedback shifts. Finally, the first ten trials of the washout
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phase were compared with the last ten trials of the baseline

phase as a metric of retained formant change after the rein-

troduction of normal feedback. Note that although both pre-

and post-task phases were referenced to the baseline phase

for visualization, statistical comparison was never con-

ducted between a phase with feedback and a phase without

feedback. For comparisons between CI and AH groups,

pooled, two-tailed, two-sample t tests were used.

III. RESULTS

A. Experiment 1: Vowel discrimination
in self-produced speech

1. Sensitivity to formant differences

A linear mixed-effects model revealed that CI listeners

had higher discrimination thresholds than AH participants

(F1;94 ¼ 7:4; p ¼ 0:006), despite the fact that AH partici-

pants listened to simulated CI stimuli. Figure 2 shows indi-

vidual as well as group-level discrimination thresholds

across all 4 test conditions: F1 up, F1 down, F2 up, and F2

down. F2 discrimination thresholds were higher than F1 dis-

crimination thresholds (F1;94 ¼ 4:1; p ¼ 0:04). In general,

participants with CIs showed higher average thresholds and

more between-individual variability (F59;37 ¼ 2:1; p ¼ 0:02)

than AH participants.

To determine the spectral resolution needed for detect-

ing formant differences, the threshold was calculated in

terms of the number of frequency channels it spanned for

both CI and AH participants. The electrode/channel num-

bers containing the baseline and threshold formant frequen-

cies were determined using the frequency allocation table

(Table II). Some participants had baseline and threshold for-

mant frequencies that fell within the same frequency band,

i.e., they could detect within-channel differences. Others

could only detect formant differences that spanned multiple

channels. Seventy-nine percent of the thresholds from the

AH participants fell within the same channel as the baseline,

while the other 21% crossed only one channel. For CI users,

on the other hand, 45% of the thresholds fell within the

same channel as the baseline, while 55% of the thresholds

crossed one or more channel boundaries. Regardless, CI

users had better thresholds than hypothesized: many were

sensitive to small formant changes, despite reduced spectral

resolution provided by the CI. This result suggested that CI

listeners might be able to use their auditory feedback to

adapt their speech in opposition to the formant shifts applied

in experiment 2.

2. Electrodogram analysis

To validate the observations above, electrodograms

were generated for CI users. Electrodograms represent the

electrical stimulation patterns/energy in each channel (see

Sec. II B 1). Figure 3 shows examples of simulated electro-

dograms of both baseline and threshold recordings from a

CI user with low discrimination thresholds (ICC; see Table

I) and a CI user with high thresholds (IZD). Although CI

users had higher discrimination thresholds in general, some

of their thresholds were in the AH range, illustrated by the

almost identical electrodograms of the baseline and thresh-

old recordings, shown in panels (a) and (b) in Fig. 3. The

cross correlation coefficient was used to quantify the differ-

ence between electrodograms of baseline and threshold

recordings (see Sec. II B 1). The cross correlation coeffi-

cients between the baseline and threshold electrodograms

correlated significantly with the thresholds in Hz for all

experiments—F1 up (r ¼ �0:9; p < 0:0001), F1 down

(r ¼ �0:86; p < 0:0001), F2 up (r ¼ �0:64; p ¼ 0:01), F2

down (r ¼ �0:9; p < 0:0001)—suggesting that the simu-

lated stimulation pattern reflects the measured perceptual

thresholds. This post hoc electrodogram simulation there-

fore complements the analysis that considered how thresh-

olds related to frequency channel boundaries.

3. Relationship between auditory discrimination
and production variability

To determine whether these perceptual thresholds were

related to participants’ speech production, the correlation

between the F1 threshold and F1 production variability was

calculated, using the regular linear regression function (Fig. 4).

FIG. 2. (Color online) Discrimination

thresholds for AH and CI participants.

The box plots indicate the median and

25th to 75th percentiles. Note that

some high thresholds are still “within

channel,” as some participants had

baseline productions that fell in a

broader frequency band or near the

edge of a frequency band (e.g., base-

line at the lower end in the frequency

band and the threshold for detecting

upward formant shift at the higher end

of the same frequency band).
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Although the correlation was not significant for the CI

(r ¼ 0:36; p ¼ 0:19) and AH (r ¼ 0:17; p ¼ 0:63) groups

separately, when the groups were combined, a significant corre-

lation was found: Participants with lower discrimination thresh-

olds had less production variability (r ¼ 0:45; p ¼ 0:025). To

account for several extreme data points, as shown in Fig. 4,

robust linear regression was also conducted (see Sec. II B 3).

The significant correlation still holds when the two groups

were combined with the Huber and Hampel estimators

(F¼5:5; p¼0:028; F¼5:031; p¼0:035, respectively).

However, the correlation did not reach statistical signifi-

cance when the bisquare estimator was used (F¼0:043;
p¼0:81). Similarly, when the extreme data points were

removed for the regular linear regression analysis, the corre-

lation also failed to reach statistical significance.

B. Experiment 2: Sensorimotor adaptation

1. Adaptation to altered feedback

Figure 5 shows the produced F1 for an example CI user

[Fig. 5(a)] and an example AH participant [Fig. 5(b)] over

the course of the experiment. Both participants showed

adaptive behavior, decreasing their F1 in response to the

increased F1 in their auditory feedback and partially main-

taining this decrease in the post-task phase relative to the

pre-task phase (both without auditory feedback). The CI

user showed a gradual decrease in F1 that lasted 194 trials,

FIG. 4. (Color online) Participants with lower discrimination thresholds

had less variability in F1 production.

FIG. 3. (Color online) Electrodogram analyses from two participants: (a) and (b) from a participant with low discrimination thresholds (ICC) and (c) and (d)

from a participant with high discrimination thresholds (IZD). Left panels (a) and (c) show electrodograms from the baseline (green) and threshold (pink)

stimuli superimposed. Right panels (b) and (d) show the difference between baseline and threshold stimuli in the number of electrical pulses in a 10-ms win-

dow. The green end of the spectrum (negative values on color thermometer) indicates more pulses in the baseline electrodogram; the pink end (positive val-

ues) indicates more pulses in the threshold electrodogram.

1902 J. Acoust. Soc. Am. 155 (3), March 2024 Borjigin et al.

https://doi.org/10.1121/10.0025063

https://doi.org/10.1121/10.0025063


compared to the AH participant, whose F1 reached a plateau

after 150 trials.

Figure 6 shows the average F1 adaptation for each

group. Paired t tests showed that only the AH group had a

statistically significant compensatory change in F1 with the

fixed ramp trials (i.e., 81–90) [AH, tð5Þ ¼ 4:6; p ¼ 0:003;

CI, tð6Þ ¼ 1:6; p ¼ 0:081]. This corresponded to average

percent adaptations of 43.87% for AH participants and

13.28% for CI users. CI users had significantly lower per-

cent adaptation than AH participants [tð11Þ ¼ �2:44; p
¼ 0:033]. However, both CI [tð6Þ ¼ 2:7; p ¼ 0:017] and AH

[tð5Þ ¼ 4:6; p ¼ 0:003] groups showed a significant com-

pensatory change in F1 in the last ten ramp trials, showing

clear evidence of adaptation when their maximum adapta-

tion was analyzed. CI users averaged a maximum F1 change

of 41.7 Hz, and AH individuals averaged a maximum F1

change of 87.2 Hz. The difference between these formant

changes at the group level did not reach statistical signifi-

cance in a two-sample t test [tð11Þ ¼ 1:9; p ¼ 0:08]. These

maximum F1 changes corresponded to average percent

adaptations of 44.95% for AH participants and 16.84% for

CI users. Note that CI users on average needed 31 more tri-

als than AH participants (equivalent to a perturbation 62 Hz

larger, as each ramp trial increased the perturbation by 2 Hz)

to reach their maximum adaptation. AH participants main-

tained this F1 change at the end of the hold phase

[tð5Þ ¼ 5:4; p ¼ 0:002], while the end of the hold phase did

not differ from baseline for CI users [tð6Þ ¼ 0:9; p ¼ 0:21].

In order to assess learned speech changes in the absence

of the formant shift, the last ten trials of the pre-task phase

were compared with ten-trial increments at the beginning

and end of the post-task phase, as both phases were com-

pleted without auditory feedback. Paired t tests revealed that

AH participants showed adaptation at the beginning of the

post-task phase [tð5Þ ¼ 3:6; p ¼ 0:008] which decreased by

the end of that phase [tð5Þ ¼ 1:6; p ¼ 0:081]. CI users did

FIG. 5. (Color online) (a) F1 adaptation for an example CI user (IBZ) with a ramp phase lasting 194 trials. (b) F1 adaptation for an example AH participant

with a ramp phase lasting 150 trials.

FIG. 6. (Color online) Mean F1 change throughout experiment 2 for CI and

AH groups was plotted in thick lines overlaid on top of individual data (in

thin lines). Both groups adapted to the F1 auditory shift by lowering their

F1 production. The shaded areas represent phases where participants did

not have access to auditory feedback.
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not show significant adaptation at either the beginning

[tð6Þ ¼ 0:3; p ¼ 0:38] or the end [tð6Þ ¼ 0:5; p ¼ 0:33] of

the post-task phase. Two-sample t tests showed that the dif-

ference in F1 values (post-task phase referenced to pre-task

phase) between CI users and AH individuals was statisti-

cally significant in the beginning of the post-task

[tð11Þ ¼ 2:31; p ¼ 0:041: more change in AH individuals],

but not at the end of the post-task [tð11Þ ¼ 0:72; p ¼ 0:48].

In addition, to observe the degree to which adaptation

persisted when normal auditory feedback was reintroduced,

the ten-trial increment at the beginning of the washout phase

was compared with the baseline phase (last ten trials).

Paired t tests showed that AH participants more or less

maintained adaptation at the beginning of the washout phase

by sustaining their shifted F1 productions compared to their

F1 productions in the baseline [tð5Þ ¼ 2:8; p ¼ 0:019].

However, CI users did not show the same adaptation at the

beginning of the washout [tð6Þ ¼ 0:4; p ¼ 0:36]. Both

groups’ F1 returned to the level of baseline by the end of the

washout phase [AH, tð5Þ ¼ 1:9; p ¼ 0:056; CI, tð6Þ ¼ 0:7;
p ¼ 0:26]. Two-sample t tests showed that the difference in

F1 values (washout phase referenced to baseline phase)

between CI users and AH individuals was not statistically

significant at the beginning of the washout [tð11Þ ¼ 0:79;
p ¼ 0:45], or the end of the washout [tð11Þ ¼ 0:07;
p ¼ 0:95].

2. Relationship between adaptation and speech
production and perception measures

Past research has suggested that greater variability in

F1 production is associated with greater speech compensa-

tion (Nault and Munhall, 2020), although evidence for this

relationship has been mixed (MacDonald et al., 2011). We

determined the participants’ variability in F1 production in

the baseline phase by calculating the mean of the distances

between each trial’s F1 to the F1 value averaged across tri-

als. These variances were then correlated with the partici-

pants’ percent adaptation at fixed ramp trials (81–90). No

correlation was found between production variability and

speech adaptation in CI users (r ¼ 0:25; p ¼ 0:59), in AH

participants (r ¼ 0:052; p ¼ 0:92), or when the two groups

were combined (r ¼ �0:23; p ¼ 0:45). The correlation

between participants’ discrimination thresholds in experi-

ment 1 and their percent adaptation at fixed ramp trials

(81–90) in experiment 2 also failed to reach statistical sig-

nificance for either group (CI users, r ¼ 0:68; p ¼ 0:093;

AH participants, r ¼ 0:11; p ¼ 0:83) or for both groups

combined (r ¼ 0:12; p ¼ 0:69).

IV. DISCUSSION

Speech production is not an isolated ability that only

depends on the speech motor system. Like many other abili-

ties, speech production requires exquisite multi-sensory

integration. Auditory feedback plays a critical role for error

detection and therefore online control of speech production.

The goal of this study was to see if CI users can make use of

auditory feedback for speech motor control. Auditory per-

ception with CIs is degraded due to the poor spectral resolu-

tion in CI sound processing: Thousands of sensory cells

encode different frequencies in a typical auditory system,

whereas CIs reduce this information down to 12–22 fre-

quency channels. In this study, two experiments were con-

ducted to understand if CI users can use auditory feedback

delivered by electrical stimulation to guide their speech pro-

duction. The first experiment investigated the smallest

change in formant frequencies that CI users might be able to

detect in their own vowel productions, as well as how CI

users compare to AH participants in detecting those

changes. The second experiment investigated whether and

how CI users might adapt their speech in the presence of

altered auditory feedback. The knowledge from these two

experiments has important implications for developing cus-

tomized speech-production rehabilitation/optimization solu-

tions for CI users. An effective speech rehabilitation

solution is especially important for CI users who lost their

hearing prelingually before the typical speech acquisition

process.

In experiment 1, we found that CI users showed higher

formant discrimination thresholds on average and more vari-

ability than the AH control group. However, CI listeners had

much better discrimination sensitivity than hypothesized:

Almost half of the group could detect formant differences

within the same frequency channel as their baseline record-

ing. These CI users were sensitive to small, within-category

differences such as those introduced to their feedback during

the second experiment, suggesting that they may use their

auditory feedback to self-correct in running speech. In the

second experiment, CI users did adapt their speech produc-

tion under conditions of altered auditory feedback, although

they did not change their F1 as much nor maintain this

change as long as AH participants did. While AH partici-

pants showed the expected effects of longer-term learning,

CI users did not.

It is encouraging to see that CI users can detect small

fluctuations in auditory feedback from their own speech,

given that their spectral resolution is considerably poor com-

pared to AH listeners. CI users struggle to adapt to the

shorter tonotopic range simulated through the CI, which

results from the limited implantation depth of the electrode

array into the cochlea. Further, the limited number of fre-

quency channels coarsely encodes sound information (Ito

and Sakakihara, 1994; Svirsky et al., 2001). CI listeners usu-

ally cannot label vowels that they hear upon the initial acti-

vation of the implant. However, they seem to be able to

fine-tune this skill over time with auditory feedback pro-

vided by their CI processors as they become more accus-

tomed to the new frequency mapping (Kishon-Rabin et al.,
1999; Svirsky et al., 2001). Nevertheless, it is a challenging

and time-consuming process for CI users to adapt to the new

frequency range in their auditory feedback. Some CI users’

high sensitivity to small changes can be explained by the

abundance of information in a vowel. The formants in a

vowel are not fixed at a constant frequency, but rather
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change in frequency over time (Strange et al., 1983;

Hillenbrand, 2013). In this study, the formants were esti-

mated at many time points throughout the vowel, but only

the midpoint estimate (average of the middle 40%) was

extracted as the reference frequency for the vowels at base-

line and threshold. The single threshold point itself, as in

many cases, does not give a full picture. Different electrodes

may be stimulated over the course of the vowel, depending

on the interaction between channel bandwidths and the

extent to which the formants change over time. Such time-

dependent channel stimulation is apparent in electrodo-

grams, shown in Fig. 3, which highlights the importance of

including an electrodogram analysis. Further, the formant

values we report from the single midpoint estimate are the

frequencies at the estimated maxima of the spectral peaks.

Formants reflect the amplification of several harmonics that

coincide at or near resonant frequencies of the vocal tract.

Depending on whether the adjacent amplified harmonics fall

in the same CI frequency channel as the spectral peak (i.e.,

formant frequency), as well as how much these adjacent har-

monics are amplified relative to the peak (i.e., whether they

hit the threshold for stimulation determined by the process-

ing strategy), the within-channel sensitivity to small changes

in center frequency may also reflect the activation of several

adjacent stimulation channels.

In addition to showing higher average thresholds and

more variability overall than the AH group, the results from

experiment 1 also demonstrated higher thresholds in detect-

ing changes in F2 than F1, even when using a logarithmic

(mel) frequency scale. In fact, as a solution for faster reha-

bilitation, Svirsky et al. (2015) stimulated the cochlea only

with a lower range of speech frequencies that sounded more

“normal” first, rather than exposing the listeners to the

higher-frequency spectrum right after implantation. Over

time, more high-frequency channels were gradually intro-

duced to include the full speech spectrum. This method of

perceptual training was shown to be much more effective

for improving speech understanding than the immediate

exposure to the typical stimulation range containing higher

frequency components. Considering the significant correla-

tion between lower perceptual discrimination thresholds and

less production variability (at the group level where data

from CI and AH are combined), this more effective percep-

tual training paradigm from Svirsky et al. (2015) may also

lead to more stable speech production. Perkell et al. (2008)

have shown a similar finding on the relationship between

perception and production as in our study, where partici-

pants who discriminated vowel contrasts more accurately

also produced formants in vowels with less variability (spe-

cifically, task-relevant variability, as a consistent vowel

quality would be expected across multiple repetitions of a

vowel in the identical context). Although our results support

this previous finding, the relationship between perceptual

acuity and production variability has not been consistently

reported. Franken et al. (2017) show only weak evidence for

this relationship. In addition, it is not definitively true that

the less variability in production, the better. Task-relevant

motor variability can benefit the motor learning process in

humans (Wu et al., 2014). In everyday speech, variability in

vowel duration or quality can convey critical information

about the intended meaning of an utterance, marking stress,

lexical focus, and segmental focus (de Jong, 2004), as well

as phrasal position (Klatt, 1975). In addition, the correlation

between discrimination thresholds and production variabil-

ity should be interpreted with caution, considering the small

number of samples involved and a few extreme data points

that may have driven the correlation results. As mentioned

in Secs. II and III, we used several methods to control for

these potential outliers, and the significance of the correla-

tion depended on the method used, highlighting the sensitiv-

ity of the results to how outlying observations are handled.

Finally, the amount of difference in the stimulation patterns

shown by the electrodograms for recordings at the baseline

and threshold correlates with participants’ sensitivity to the

acoustic changes. It highlights the potential of the transla-

tion of this simulation into a clinical assessment metric that

can help clinicians understand and monitor patients’ percep-

tual outcomes, which is especially critical for assessing indi-

viduals who face communication barriers such as infants

with CIs.

Experiment 1 showed that CI users were able to per-

ceive small alterations in their auditory feedback, and exper-

iment 2 showed that they were able to integrate information

from that feedback into speech production: CI users did

show compensatory speech behavior in response to altered

auditory feedback. Considering that CI users had higher dis-

crimination thresholds than AH participants in experiment

1, it was not surprising to see that CI users on average had

less speech adaptation than AH participants at a fixed pertur-

bation size (ramp trials 81–90). However, our goal in the

current study was to maximize the opportunity to observe

adaptation through a variable ramp that increased the feed-

back perturbation until participants stopped adapting. With

prolonged exposure and increased magnitude of the pertur-

bation, CI users’ adaptation continued to increase until it

was not significantly different from AH participants’ adapta-

tion at the group level. This underscores that the capacity to

adapt to altered feedback is present even when discrimina-

tion thresholds are relatively high, given a large enough

error in the feedback signal.

In addition, we observed substantial between-individual

variability in adaptation from both CI and AH groups. In

certain phases of the experiment, the between-individual

variability in the AH group is comparable to or even greater

than that observed in the CI group. This wide individual var-

iability in speech adaptation behavior is not uncommon and

has been reported by many other studies (Parrell and

Niziolek, 2021; Martin et al., 2018; Munhall et al., 2009;

Parrell et al., 2017; Villacorta et al., 2007). This variability

was also reported in CI users in fundamental frequency (f0)

control (Gautam et al., 2020). At the individual level, some

CI users showed even more speech adaptation behavior than

some AH participants. No correlation was found between

percent adaptation (at fixed ramp trials, 81–90) and within-
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subject variability in baseline production, suggesting that

the variability in adaptation is not primarily due to overall

individual differences in baseline production variability. We

did not observe effects of learning in the CI group in this

experiment. It may be the case that the high rate of variabil-

ity, combined with a very small sample size, may have

obscured a relatively small learning effect. Similarly, due to

the large individual variance and small sample size, the cor-

relation between the two experiments, i.e., perceptual dis-

crimination thresholds and speech adaptation in the

production, was not conclusive, although Martin et al.
(2018) showed that auditory acuity strongly predicts speech

adaptation with a larger population sample (n¼ 36).

V. CONCLUSION

CI users are sensitive to small changes in their auditory

feedback and use this information in speech motor control,

like AH speakers. Some CI users were able to detect small,

within-channel differences in their auditory feedback.

Further, many CI users were able to integrate this auditory

information into their speech production and adapt to real-

time alterations in their feedback. Although we investigated

this speech adaptation phenomenon in highly constrained

settings (i.e., within single vowels), the ultimate goal is to

apply the findings to speech in natural settings. Lametti

et al. (2018) showed similar adaptation in sentences, indicat-

ing that the interpretation of our finding could be extended

to natural connected speech. However, it is important to

note that some CI users could only detect very large pertur-

bations in their feedback, and some did not adapt their

speech in response to altered feedback. Further investigation

into the mechanisms underlying these individual differences

would be the next step towards developing customized solu-

tions based on unique individual profiles.
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